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Abstract

A novel method to generate inflow data for unsteady numerical simulations is proposed. This method consists in coupling an exper-
imental database obtained by stereoscopic PIV measurements which are under-resolved in time to a numerical code. Based on the proper
orthogonal decomposition of this database, the proposed approach enables the adaptation of the experimental mesh to the grid of the
simulation and the modelling of the temporal dynamics of the flow field in the inlet section by Gaussian random time series that present
the correct one- and two-point statistics. To test this method, a LES of a turbulent plane mixing layer configuration is performed.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

The prescription of well-suited boundary conditions is a
crucial issue when performing unsteady numerical compu-
tations of turbulent flows. In the case of the simulation of a
spatially-developing flow, the specification of the flow field
at the inlet of the computational domain conditions the
downstream development of the flow. The simplest and his-
torical method to address this problem is to impose well
chosen infinitesimal perturbations, where intrinsic most
amplified modes are present, on a laminar mean flow pro-
file at the inflow section and to let the flow evolve to a fully
turbulent state. The main drawback of this approach is the
need of a large computational domain required for the
transition to the turbulent state to occur. Hence, the com-
putational cost of the simulation can be dramatically
increased. Consequently, several studies (see Keating
et al. (2004) for a detailed review) have been devoted to
design more efficient methods to prescribe realistic turbu-
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lent inflow conditions, which present correct mean values,
proper one-point and two-point correlations and given
spectrum as well as correct phase information. This can
be achieved by running a separate precursor calculation
(Li et al., 2000) from which a velocity field in a plane nor-
mal to the streamwise direction is extracted. This sequence
of planes is used afterward as inlet conditions for the main
computation. To avoid the additional cost of the precursor
simulation, Lund et al. (1998) proposed a recyling method
which consists in extracting velocity data from a down-
stream section, rescaling the velocity profile to reintroduce
them at the inlet section of the domain. Nevertheless, this
method involves the existence of a region where similarity
laws enable the velocity profiles to be rescaled. Moreover,
the periodicity effect of this recyling procedure can lead
to the excitation of some particular modes. An alternative
to these methods is to use synthetic turbulence generated
by using random numbers satisfying constraints e.g., first
and second order moments and spectra (Lee et al., 1992).
However, simulations using these approaches require an
adaptation zone downstream of the inlet section, due to
the unphysical random character of the synthetized velocity
fields. Moreover, correct target statistics, especially two-
point information, can be difficultly obtained. Recently,
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Fig. 1. Experimental setup.
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Druault et al. (2004) developed a method which enables the
unsteady coupling between an experimental database
obtained through hot-wire measurements and a spatially-
developing large eddy simulation (LES). This technique
was based on the joint use of the proper orthogonal decom-
position (POD) and the linear stochastic estimation (LSE),
permitting the reconstruction of the velocity field on the
full mesh of the inlet section from only a few measurement
locations. Although this method takes advantage of the
good temporal resolution of hot-wire measurements, it suf-
fers from a low spatial resolution due to the limited number
of probes that can be implemented simultaneously.

The goal of the proposed method, based on the use of
the POD, is to couple a database obtained by stereoscopic
particle image velocimetry (SPIV) to a computational code.
This measurement technique provides a spatial resolution
consistent with that of the numerical simulation. To
compensate the low temporal resolution offered by the
SPIV measurements, the temporal behaviour of the flow
in the inlet section is modelled by synthetic random time
series.

In the present paper, this method is used to perform a
LES of a turbulent plane mixing layer, the inlet section
of the computational domain being located at the begin-
ning of the self-similarity region.

2. Principles

The proposed inlet condition generation method aims at
interfacing experimental data which are under-resolved in
time to an unsteady computational code. Once the database
is acquired, the method consists of two steps. Firstly, the
experimental mesh must be adapted to the numerical grid,
which can imply spatial interpolation and extrapolation in
the transversal and spanwise directions, and the generated
velocity fields must be consistent with the other boundary
conditions retained for the simulation (namely periodic con-
dition in the spanwise direction, free-slip conditions at the
horizontal boundaries). Secondly, the temporal dynamics
of the flow in the inlet section must be correctly reproduced.
The POD, as described later, is used to uncouple these two
steps by decomposing the velocity field into a set of spatial
and temporal modes (respectively /n

i ðxÞ and an(t)):

uiðx; tÞ ¼
XN s

n¼1

aðnÞðtÞ/ðnÞi ðxÞ ð1Þ

Thus, the first step is performed by independently process-
ing each spatial eigenvector /ðnÞi ðxÞ. Furthermore, the
anisotropy and the inhomogeneity of the velocity field is
taken into account implicitly by these spatial modes.
The global dynamics of the whole flow field is represented
by the temporal projection coefficients a(n)(t). In the pres-
ent case, due to the low sampling frequency of the SPIV
system compared to the characteristic frequencies of the
flow, these temporal coefficients are synthetically mod-
elled.
3. Flow configuration and experimental setup

An experimental database is obtained from SPIV mea-
surements. A sketch of the experimental setup is presented
in Fig. 1. A plane subsonic turbulent air/air mixing layer
with a high-speed velocity Ua of 35.2 m/s and a low-speed
velocity Ub equal to 23.8 m/s (velocity ratio r = 0.67) is
used. The coordinate system is x in the streamwise direc-
tion, y in the vertical direction and z in the spanwise direc-
tion. The origin is located at the splitter plate trailing edge.
The measurements were performed in a section of the flow
normal to the streamwise direction, located at x0 = 300 mm
from the trailing edge of the splitter plate, corresponding to
the beginning of the self-similarity region of the mean flow
quantities. The Reynolds number, based on the mean veloc-
ity Um = (Ua + Ub)/2 and the vorticity thickness in the mea-
surement section dx0

¼ 18:7 mm, is Re ¼ dx0
U m=m ’

36; 000. The typical frequency fc associated to the large scale
structures in the mixing layer, corresponding to a Strouhal
number St ¼ fcdx0

=U m ¼ 0:3, is about 480 Hz.
The SPIV setup comprises two double frame CCD cam-

eras 1350 · 1049 pixels2 in angular stereoscopic configura-
tion to record images of the flow and a double-pulsed
Nd–Yag laser to create the light sheet. The flow was seeded
with olive oil tracer particles. Acquisition, synchronisation
and SPIV post-processing were performed with the Davis

6.2 Lavision software. More details about the flow investi-
gated and the SPIV setup can be found in Perret (2004) and
Perret et al. (2004). The size of the field of SPIV measure-
ment, Ly � Lz ¼ 4dx0

� 6:1dx0
, is chosen large enough to

capture the main scales of the flow in the y- and z-direc-
tions while preserving a good spatial resolution of about
0.088dx0

. A set of Ns = 2000 velocity fields was acquired
at a frequency of 1 Hz.

4. Method for experiment/computation interfacing

4.1. Proper orthogonal decomposition

In this section, the proper orthogonal decomposition is
briefly presented. More details can be found in Berkooz
et al. (1993) and Sirovich (1987). Lumley (1967) first pro-
posed the POD technique to identify the coherent struc-
tures in turbulent flows. It consists in extracting from
the flow the structure /(X) with the largest mean-square



Fig. 2. Example of a Snapshot POD eigenvector /ðnÞi ðy; zÞ (top) and its
spanwise extrapolation (bottom) (n = 8).
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projection onto the velocity field u(X,t). This maximization
problem leads to the solving of the integral problem of
eigenvalues:Z
D

RijðX;X0Þ/ðnÞj ðX
0ÞdX0 ¼ kðnÞ/ðnÞi ðXÞ ð2Þ

where k(n) corresponds to the nth eigenvalue and represents
the amount of energy contained in the mode /(n)(X). Rij is
the two-point space correlation tensor over the domain D:

RijðX;X0Þ ¼ huiðX; tÞujðX0; tÞi ð3Þ
where h.i is the ensemble average operator. The fluctuating
field can be projected onto the POD basis composed of the
eigenfunctions /ðnÞi ðX Þ:

uiðX; tÞ ¼
X1
n¼1

aðnÞðtÞ/ðnÞi ðXÞ ð4Þ

The projection coefficients are computed as:

aðnÞðtÞ ¼
Z
D

uiðX; tÞ/ðnÞi ðXÞdX ð5Þ

and are uncorrelated in time:

haðnÞðtÞaðmÞðtÞi ¼ kðnÞdn
m ð6Þ

In the present work, we used the version proposed by Siro-
vich (1987), called the Snapshot POD, which is more
adapted to data which are well-resolved in space with a lim-
ited number of time samples. Moreover, the spatial domain
considered here is the y–z plane. Consequently, the spatial
eigenvectors are function of two variables: /ðnÞi ðy; zÞ; i ¼
1; 2; 3.

4.2. Horizontal extrapolation

In the homogeneous spanwise direction, a periodic con-
dition is retained in the numerical simulation. Hence, inlet
conditions must satisfy this constraint at each time step.
Periodicity has then to be imposed to experimental data
that are a priori non-periodic. Two steps are involved: (1)
determination of the size of the domain on which the peri-
odic condition must be imposed and (2) extrapolation and
periodization of the data on this domain:

(1) POD eigenvectors are known to degenerate into har-
monic modes when the POD is performed in a homo-
geneous direction (Berkooz et al., 1993). As proposed
by Coiffet et al. (2002), the POD can then be used in
the spanwise direction to detect a global wave length
in the data. The advantage of this approach is that
the wave length of the POD eigenvectors is not con-
strained by the size of the domain on which the
POD is applied, as a Fourier transform would be.
Thus, at each vertical location y, a one-dimensional
POD is performed in the direction z in order to detect
a common wave length that is not directly related to
the size of the measurement domain.
(2) Once the spanwise extent of the periodic domain is
known, each two-dimensional Snapshot POD eigen-
vector /ðnÞi ðy; zÞ is individually extrapolated and peri-
odized. In that manner, the final reconstructed
velocity field uiðx; tÞ ¼

PN s

n¼1aðnÞðtÞ/ðnÞi ðxÞ satisfies the
periodicity condition. To perform this extrapolation,
the technique of selective deconvolution, proposed by
Franke (1987) to extrapolate signals, the spectrum of
which shows dominant spectral frequencies, is
retained. This algorithm is iterative and is based on
direct and inverse fast Fourier transforms (FFT).
The final signal is periodic by construction on the
final domain. Moreover, this approach enables to
remove the windowing effect from the signal caused
by the limited extent of the measurement domain.

This extrapolation procedure is applied to the velocity
fields obtained from the SPIV measurements. The first step,
which consists in detecting a wave length to periodize the
domain, leads to a domain which spanwise extent is 1.83
time larger than the original measurement window.

Each Snapshot POD eigenvector /ðnÞi ðy; zÞ is then extrap-
olated is the z-direction via a bidimensional approach of the
algorithm of Franke (1987) using bidimensional FFT.

As can be seen in Fig. 2, the extrapolation procedure do
not introduce any spatial discontinuity in the eigenvectors
and correctly spreads the motives corresponding to the tur-
bulent structures extracted by the POD. Moreover, it can
be noticed that the extrapolated eigenvectors are periodic
in the final domain.

4.3. Vertical extrapolation

Conditions chosen on the upper and lower horizontal
boundaries of the computational domain are free-slip con-
ditions. Moreover, to prevent the flow from being confined
in this direction, an extension of the inlet domain in the
vertical direction is required. Hence, the experimental
velocity fields must also be extrapolated in this direction.
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A one-dimensional POD approach is used to extrapolate
each Snapshot POD eigenvector /ðnÞi ðy; zÞ in the y-direc-
tion. Here, each spanwise location z is processed indepen-
dently by the following steps:

(1) Compute the two-point correlation tensor Rii(y,y 0) =
hui(y)ui(y

0)i from the original velocity fields where h.i
is the average operator in both the temporal and
spanwise directions.

(2) Perform a POD decomposition of this tensor to
obtain a POD basis of Ny one-dimensional eigenvec-
tors wðmÞi ðyÞ;Ny being the number of points in the ver-
tical direction. The snapshot POD eigenvectors
/i

(n)(y, z) can be projected onto the basis of the vec-
tors wðmÞi ðyÞ:
Fig. 3
eigenv
/ðnÞi ðy; zÞ ¼
XNy

m¼1

cðm;nÞðzÞwðmÞi ðyÞ ð7Þ
(3) As pointed out by Druault and Delville (2000), POD
eigenvectors wðmÞi ðyÞ obtained in the direction of inho-
mogeneity y in free turbulent shear flows must
decrease to zero as the energy tends to 0 when y tends
to ±1. Moreover, in the case of the mixing layer, the
wðmÞi ðyÞ decrease exponentially. Hence, the basis
fwðmÞi ðyÞg can be extrapolated in the y-direction on
the final domain into a new set of modes f~wðmÞi ðyÞg.

(4) Extrapolated bidimensional Snapshot POD eigenvec-
tors ~/ðnÞi ðy; zÞ can then be reconstructed over the lar-
ger domain using the extrapolated basis f~wðmÞi ðyÞg:
~/ðnÞi ðy; zÞ ¼
XNy

m¼1

cðm;nÞðzÞ~wðmÞi ðyÞ ð8Þ
Example of an extrapolated Snapshot POD mode in the
vertical direction is shown in Fig. 3. Eventually, the eigen-
vectors ~/ðnÞi ðy; zÞ are used to reconstruct the velocity field in
the final domain: ~uiðy; z; tÞ ¼

PNs
n¼1aðnÞðtÞ~/ðnÞi ðy; zÞ.
. Vertical and spanwise extrapolation of the Snapshot POD
ector e/ðnÞi ðy; zÞ presented in Fig. 2 (n = 8).
4.4. Temporal modelling

The temporal behaviour of the POD modes is modelled
through the projection coefficients a(n)(t). Given the fact
that no spectral information is available about these coeffi-
cients except their total energy content (e.g., the eigen-
values k(n)), the a(n)(t) are modelled by time series of
random numbers. Since these coefficients are mutually
uncorrelated in time (Eq. (6)), they can be generated inde-
pendently. Ns Gaussian time series g(n)(t) of random num-
bers of zero mean and rms equals to one are first generated.
Then, to enforce a realistic spectral repartition of energy, a
spectral transfer function, deduced from a modified Von
Karman spectrum EPao(f) proposed by Pao (Hinze, 1975),
is applied:

âðnÞðf Þ ¼ ĝðnÞðf Þ EPaoðf Þ
Eggðf Þ

� �1=2

ð9Þ

where ĝðnÞðf Þ is the Fourier transform of g(n)(t) and Egg(f)
the spectrum of g(n)(t). Characteristic frequencies delimit-
ing the inertial range of the velocity spectra are evaluated
from prior hot-wire measurements (Perret, 2004). Random
time series are finally normalized to ensure that ha(n) a(n)i =
k(n). Hence, the velocity field which results from the linear
combination of the different POD modes presents the cor-
rect one- and two-point spatial statistics with a spectral
repartition of the energy given by the shape of the chosen
theoretical spectrum.
5. Generated inflow conditions

A database of synthetic velocity fields has been gener-
ated with a temporal sampling frequency corresponding
to the time step used in the LES computation. Moreover,
compared to the spatial resolution of the computation,
the PIV resolution was the same in the y-direction and
twice finner in the z-direction. Thus, no spatial interpola-
tion of the PIV data was performed. As the data are
directly generated onto the computational mesh, the LES
filtering is implicitly taken into account. One- and two-
point statistics of these velocity fields are presented in this
section.
5.1. One-point statistics

Vertical distribution of the energy of each velocity com-
ponent, integrated over z, is presented in Fig. 4. When
compared to the statistics of the original experimental data,
synthetized velocity fields exhibit correct energy levels as
well as spatial repartition. In particular, the anisotropy of
the flow and the shear stress u0v0 are well reproduced.

Nonetheless, given the simple spectral model used for
the temporal coefficients a(n)(t), typical frequencies of the
mixing layer found by hot-wire measurements are not pres-
ent in the generated data (Fig. 5).



Fig. 4. Reynolds stress profiles u0iu
0
j=U 2

m of the synthetized (—) and experimetal (s) velocity fields.

Fig. 5. Spectra of the generated velocity fields obtained at y=dx0
¼ 0:5. —,

hot-wire measurements; - - -, modelled data.
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5.2. Two-point statistics

Fig. 6 shows good agreement between measured and
synthetized two-point correlations Rii(y,y 0). It must be
stressed that, correlation levels, correlation lengths as well
as the presence of regions of negative excursions are cor-
rectly reproduced by the proposed modelling approach.

In the spanwise direction (Fig. 7), the two-point correla-
tion tensor Rii(y, dz) is also correctly reproduced. Neverthe-
less, it appears that the extrapolation procedure affects the
long range correlation levels which remain higher than the
measured one. These differences can results from the intro-
duction of parasite low wave numbers during the extrapo-
lation-periodization step.

5.3. Instantaneous flow fields

Temporal evolution of the generated velocity field in the
inlet section (Fig. 8) exhibits well organized regions both in
the vertical and the spanwise directions. The random char-
acter of the generated time series leads to a lack of structur-
ation in the temporal direction.

6. LES with generated inflow conditions

A LES of the mixing layer is performed with Code_
Saturne a finite volume solver on unstructured grids devel-
oped at EDF, for vectorial and parallel computing
(Archambeau et al., 2004). The filtered, incompressible
Navier–Stokes equations are solved with the Piomelli and
Liu (1995) subgrid scale model. Space discretization is
based on a collocation of all the variables at the center of
gravity of the cells, using central differencing. Time discret-
ization is based on a second order Crank-Nicolson/Adams-
Bashforth method. The velocity/pressure system is solved
by a SIMPLEC algorithm, with the Rhie and Chow inter-
polation. The Poisson equation is solved using a conjugate
gradient method, with diagonal preconditioning. Compu-
tations are performed using eight processors of a PC clus-
ter. The inlet of the computational domain corresponds to
the measurement section and the above-presented gener-



Fig. 6. Two-point correlation Rii(y,y 0) of the original velocity fields (left) and synthetic velocity fields (right). —: positive increment between contours of
+0.5, - - -: negative increment between contours of �0.1.
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ated data are used as inlet conditions. The Reynolds num-
ber in the inlet section of the computation corresponds
to the experimental one and is 36,000. The spatial extent
of the domain is Lx � Ly � Lz ¼ 30dx0

� 10dx0
� 11dx0

,
meshed non regularly with Nx · Ny · Nz = 112 · 53 · 65
points. The streamwise extent of the computational
domain is chosen to enable the simulation of a significative
evolution of the flow, corresponding to the doubling of the
shear layer thickness ððx� x0Þ=dx0

6 23Þ. The last part of
the domain is used to avoid some possible influence of
the outflow condition.

The obtained LES results are here directly compared to
those from the experiment of Perret (2004) performed at
the same Reynolds number. Concerning the evolution of
the simulated mean flow, it is seen in Fig. 9 that the mean
velocity profiles match the experimental ones in the whole
domain. The growth rate of the mixing layer is then cor-
rectly reproduced.

Study of the spatial repartition of the kinetic turbulent
energy �k ¼ 1

2
ðu02 þ v02 þ w02Þ and the shear stress u0v0 across

the shear layer (Fig. 10) reveals good agreement with the
experimental data, except in the region just downstream
the inlet section where a decrease of �k can be seen. It tra-
duces the fact that the code must regenerate the correct
phase information between modes to produce realistic tur-
bulent structures. This drawback is common to all the
methods based on the use of synthetic turbulence (see
Keating et al., 2004 for a detailed review).

Results obtained with the present method are compared
(Fig. 10) to those obtained via hot-wire measurements at
different downstream locations (Perret, 2004). It should
be pointed out here that the inlet section is located in a
region where the turbulent quantities are out of similarity
regime, contrary to the mean flow. Hence, due to the pres-
ence of a region of adaptation just downstream the inlet
section, the code fails to correctly reproduce the slow decay
of energy to the self-similarity level. However, the energy
level obtained in the self-similarity region is reached
approximately at the same spatial location both in the
experiment and the computation. It should be noted that
the use of simple Gaussian random fluctuations would
have lead to an immediate laminarization of the flow
(Druault et al., 2004; Keating et al., 2004). Thus, despite
the decrease of the values of the turbulent quantities
downstream of the inlet section due to the missing phase
information, the proposed method enables the rapid devel-
opment of the turbulence, by providing turbulence with
proper length scales at the inlet. To illustrate this point,



Fig. 7. Two-point correlation Rii(y,dz) of the original velocity fields (left) and synthetic velocity fields (right). —: positive increment between contours of
+0.5, - - -: negative increment between contours of �0.1.

Fig. 8. Isosurface of the vertical velocity component, v ± 0.02Um of the
temporal evolution of the synthetic inflow data (x = �Umt).

Fig. 9. Longitudinal mean velocity profiles obtained by LES (lines) at
different downstream locations (80 profiles superimposed for 0 < ðx� x0Þ=
dx0

< 23) and by hot wire measurements (symbols), plotted in self-similar
coordinates.
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comparisons of the present results to the results obtained
by Druault et al. (2004) are provided in Table 1. These
authors performed LES of a turbulent mixing layer
(Re ’ 50,000) by using as inflow conditions, either random
time series respecting only the one-point statistics of the
flow (referred to as random) or realistic velocity signals
derived from an experimental database acquired by hot-
wire measurement (referred to as realistic). It confirms that,
if the realistic inflow conditions containing the realistic
phase information (realistic case) lead to the best results,
the present method performs very well compared to the
use of purely random time series (random case).

Instantaneous simulated flow field (Fig. 11) shows the
rapid regeneration of realistic coherent structures with
the downstream location.



Fig. 10. Downstream evolution of the profiles of (a): �k and (b): u0v0 plotted
in self-similar coordinates. Lines: LES; symbols: hot wires experiment.

Fig. 11. Isosurface of the vertical velocity component, v ± 0.02Um of the
LES results.

Table 1
Comparison of the fraction of reproduced Reynolds-shear stress and
turbulent kinetic energy obtained by Druault et al. (2004) and in the
present study, at two downstream locations

x� x0

dx0

Druault et al.
random

Druault et al.
realistic

Present study

u0v0 (%) �k (%) u0v0 (%) �k (%) u0v0 (%) �k (%)

5 5 3.9 110 88 86 64
15 5 5.4 110 98.4 121 107
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7. Conclusions

An original approach to generate synthetic inflow condi-
tions for numerical simulations has been presented and its
viability has been demonstrated by performing a LES of a
fully turbulent plane mixing layer. The proposed method is
designed to interface stereoscopic PIV measurements,
which are under-resolved in time, to a computational code
via the use of the POD. This technique enables to perform
separately the spatial adaptation of the experimental data
to the numerical mesh and the temporal modelling of the
dynamics of the flow in the inlet section. Moreover, the
one- and two-point moments corresponding to the target-
ted flow are directly prescribed to the time series, avoiding
any modelling of these statistics.

Thus, the proposed method turns out to be able to
generate synthetic data which present correct one- and
two-point spatial statistics in the whole section as well as
realistic turbulent spectra. Given the random character of
the temporal series generated, LES using these data dem-
onstrates the good performance of the proposed approach.
Indeed, a turbulent mixing layer can be simulated by start-
ing from a section where the flow is fully developed and
highly turbulent.

Future work will concern the improvement of the tem-
poral modelling of each POD modes to be able to take into
account characteristic frequencies of the flow under inter-
est. Strategies based on low-order dynamical system will
be developed to model the dynamics of the first POD
modes representing the large scale organization of the flow
in the measurement section. Thus, by taking into account
the correct phase information between the most energetic
structures of the flow, the method is expected to reduce
the adaptation region that exists downstream of the inlet
section.
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